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Abstract

We study maximal families A of subsets of [n] = {1, 2, . . . , n} such that A
contains only pairs and triples and A 6⊆ B for all {A,B} ⊆ A, i.e. A is an antichain.
For any n, all such families A of minimum size are determined. This is equivalent
to finding all graphs G = (V,E) with |V | = n and with the property that every edge
is contained in some triangle and such that |E| − |T | is maximum, where T denotes
the set of triangles in G. The largest possible value of |E| − |T | turns out to be
equal to ⌊(n + 1)2/8⌋. Furthermore, if all pairs and triples have weights w2 and w3,
respectively, the problem of minimizing the total weight w(A) of A is considered.
We show that minw(A) = (2w2+w3)n

2/8+o(n2) for 3/n ≤ w3/w2 =: λ = λ(n) < 2.
For λ ≥ 2 our problem is equivalent to the (6,3)-problem of Ruzsa and Szemerédi,
and by a result of theirs it follows that minw(A) = w2n

2/2 + o(n2).
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1 Introduction

Let n ≥ 2 be an integer and [n] := {1, 2, . . . , n}. By 2[n] we denote the family of all subsets
of [n] and by

(

[n]
k

)

the family of all k-subsets of [n]. A family A ⊆ 2[n] is an antichain if
A 6⊆ B for all {A, B} ⊆ A, and the antichain A is called flat if

A ⊆

(

[n]

k − 1

)

∪

(

[n]

k

)

for some 1 ≤ k ≤ n. The volume of F ⊆ 2[n] is defined by v(F) :=
∑

F∈F |F |.
Our interest in flat antichains is motivated mainly by the Flat Antichain Theorem

which says that for every antichain A ⊆ 2[n] there is a flat antichain A′ with |A′| = |A|
and v(A′) = v(A). This remarkable fact follows from results of Lieby [5] (see also [6]) and
Kisvölcsey [4]. We define an equivalence relation on the set of all antichains in 2[n] saying
that two antichains A and A′ are equivalent if and only if |A| = |A′| and v(A) = v(A′).

Given a weight function w : {0} ∪ [n] 7→ R
+, the weight of a family F ⊆ 2[n] is

w(F) :=
∑

F∈F w(|F |). Griggs [2] observed that within their equivalence classes the flat

antichains have minimum BLYM-values wBLYM(F) :=
∑

F∈F

(

n
|F |

)−1
. More generally, if

the sequence (w(i))n
i=0 is convex (concave), then they have minimum (maximum) weight

within their equivalence classes (Hartmann, Leck and Roberts [3]).
In this paper, we study the following question: Given 1 ≤ k ≤ n and wk−1, wk ∈

R
+, what is the minimum weight w(A) = wk−1|Ak−1| + wk|Ak| of a maximal antichain

A = Ak−1 ∪ Ak with Ai ⊆
(

[n]
i

)

, i = k − 1, k? (By maximal we mean that for any

A ∈ A\
(

(

[n]
k−1

)

∪
(

[n]
k

)

)

the family A∪{A} is not an antichain.) In [3], the same problem

has been solved under the additional constraint that A is squashed, i.e. Ak is an initial
segment of

(

[n]
k

)

with respect to the colexicographic order. If k ≤ 2, then any A can
be transformed into a squashed A′ by an appropriate permutation of [n]. Trivially, for
k = 1, the smallest possible w(A) is w0 if w0/w1 ≤ n and nw1 otherwise. For k = 2, it
is an easy exercise to show that it is best possible to choose |A1| = n if w1/w2 < 1/2,
|A1| ∈ {n− 2, n} if w1/w2 = 1/2, |A1| = n− 2 if 1/2 < w1/w2 ≤ 1, and |A1| equal to one
of the non-negative integers closest to n − 1/2 − w1/w2 if w1/w2 > 1.

For the rest of the paper, we concentrate on the case k = 3. Without loss of generality,
we put w2 = 1 and w3 = λ. Let A = A2∪A3 ⊆ 2[n] be a maximal antichain with Ai ⊆

(

[n]
i

)

for i = 2, 3. With A we associate a graph G(A) on [n] defined by

E(G(A)) =

(

[n]

2

)

\ A2.

By the maximality of A, every edge from E is a subset of some set from A3 and A3 is the
set of all triangles in G(A). Hence, for λ ∈ R

+ the optimization problem

w(A) := |A2| + λ|A3| → min

is equivalent to the problem
|E| − λ|T | → max,
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where the optimization is over all graphs G = (V, E) with |V | = n and the property that
every edge from E is contained in at least one triangle from T , the set of all triangles in
G. In the sequel, graphs with this property will be called T -graphs.

For x ∈ V , let N(x) := {y ∈ V : xy ∈ E} and N(x) := N(x) ∪ {x}. Furthermore, for
x ∈ V ∪ E let D(x) denote the number of triangles in T containing x.

Throughout, the sets of vertices, edges and triangles of a graph G will be denoted by
V , E and T , respectively, and d(i) is the degree of vertex i.

2 The bound

Theorem 1. Let G be a T-graph on n vertices. Then

|E| − λ|T | ≤
(n + λ)2

8λ
. (1)

holds for all positive real numbers λ.

Proof. Fix some xyz ∈ T , and for i = 0, 1, 2, 3 let ai be the number of vertices v ∈
V \ {x, y, z} with |N(v) ∩ {x, y, z}| = i. Then

a0 + a1 + a2 + a3 = n − 3,

a1 + 2a2 + 3a3 = d(x) + d(y) + d(z) − 6,

a2 + 3a3 = D(xy) + D(yz) + D(xz) − 3,

and consequently,

d(x) + d(y) + d(z) − D(xy) − D(yz) − D(xz) − 3 = a1 + a2 ≤ n − 3.

Hence, there are nonnegative integers αxyz (xyz ∈ T ) such that

d(x) + d(y) + d(z) = n + 3 + (D(xy) − 1) + (D(yz) − 1) + (D(xz) − 1) − αxyz (2)

for all xyz ∈ T . Summing up (2) over T yields

∑

x∈V

D(x)d(x) = (n + 3)|T | +
∑

xy∈E

D(xy)(D(xy)− 1) − α, (3)

where
α =

∑

xyz∈T

αxyz.

For all x ∈ V the equation

D(x) =
1

2

∑

y:xy∈E

D(xy) =
1

2
d(x) +

1

2

∑

y:xy∈E

(D(xy) − 1).
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holds. Substituting into (3) yields

1

2

∑

x∈V

d(x)2 +
∑

xy∈E

(D(xy) − 1)

(

d(x) + d(y)

2
− 1

)

+
∑

xy∈E

(D(xy) − 1)

= (n + 3)|T | +
∑

xy∈E

D(xy)(D(xy)− 1) − α. (4)

Clearly,

D(xy) = |N(x) ∩ N(y)| ≤ min{d(x), d(y)} − 1 ≤
d(x) + d(y)

2
− 1

for all xy ∈ E. Define

βxy := (D(xy) − 1)

(

d(x) + d(y)

2
− 1 − D(xy)

)

(5)

for all xy ∈ E. Note that βxy ≥ 0 as D(xy) ≥ 1 for all xy ∈ E. By (4) we have

1

2

∑

x∈V

d(x)2 + 3|T | − |E| = (n + 3)|T | − α − β, (6)

where
β =

∑

xy∈E

βxy.

For x ∈ V , put

γx :=
n + λ

2λ
− d(x). (7)

Then

d(x)2 =

(

n + λ

2λ

)2

− 2
n + λ

2λ
γx + γ2

x,

and with
∑

x∈V γx = nn+λ
2λ

− 2|E|,

∑

x∈V

d(x)2 = n

(

n + λ

2λ

)2

− 2n

(

n + λ

2λ

)2

+ 4
n + λ

2λ
|E| + γ, (8)

where
γ =

∑

x∈V

γ2
x. (9)

Substituting (8) into (6) yields

n

λ
|E| − n|T | =

n

2

(

n + λ

2λ

)2

− α − β −
γ

2
.
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Hence,

|E| − λ|T | =
λ

2

(

n + λ

2λ

)2

−
λ

n

(

α + β +
γ

2

)

, (10)

and (1) follows by α, β, γ ≥ 0. �

Corollary 2. If A ⊆
(

[n]
2

)

∪
(

[n]
3

)

is a maximal antichain, then

w(A) ≥

(

n

2

)

−
(n + λ)2

8λ
. (11)

Obviously, the quality of the bound (1) depends on λ. The bound (1) is best possible
for λ = 1, as will be shown in the next section, whereas for λ ≤ 1/4 it is worse than the
trivial upper bound

(

n
2

)

. |E| ≤ 3|T | implies that for λ ≥ 3 it is best to choose G to be the
empty graph. For λ ≤ 1/(n − 2) it is clear that |E| − λ|T | is maximized when G = Kn.
Some improvements of (1) for 1/(n − 2) < λ < 3, λ 6= 1 are given in Sections 4 and 5.

3 Maximal flat antichains of minimum size

In this section we show that the bound (11) is tight for λ = 1 and construct all antichains
for which it is attained. Obviously, this is equivalent to finding all T-graphs on n vertices
for which equality holds in Theorem 1, i.e. for which |E| − |T | becomes a maximum. The
parallels to a very basic problem in extremal graph theory are evident: Find all triangle-
free graphs on n vertices with the largest possible number of edges. The solution to this is
of course well-known, with complete bipartite graphs with (almost) equal bipartition sets
being optimal. A way of looking at our problem is the following: We also want to have
many edges but we have to “pay” for the triangles. Some triangles are clearly unavoidable
as we are considering T-graphs but a possible approach is to start with complete bipartite
graphs and add just as many edges as are necessary to make sure that every edge is
contained in some triangle. It will turn out that, in general, the T-graphs solving our
problem are of this kind. However, for some small values of n, there are also other
“sporadic” optimal T-graphs. This might be an indication that in proving that for large
enough n the modified complete bipartite graphs are the only solutions, a good amount
of technicalities and case studies will be unavoidable.

For positive integers n, s, 0 < 2s < n, let K+
2s,n−2s denote the graph on [n] with edge

set
E(K+

2s,n−2s) =
(

[2s] × ([n] \ [2s])
)

∪
{

{i, i + s} : i = 1, 2, . . . , s
}

,

see Figure 1 for an illustration. Furthermore, let G9 denote the graph on Z3 × Z3 with
edge set

E(G9) =
{

{(x, y), (u, v)} : x 6= u, y 6= v
}

,

see Figure 2, and let G5a and G5b be the graphs displayed in Figures 3 and 4, respectively.
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Figure 1: The graph K+
4,5
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Figure 2: The graph G9

Theorem 3. Let A ⊆
(

[n]
2

)

∪
(

[n]
3

)

be a maximal antichain. Then

|A| ≥

(

n

2

)

−

⌊

(n + 1)2

8

⌋

, (12)

and equality holds if and only if

(i) n ≡ 0 (mod 4) and G(A) ∼= K+
n/2,n/2, or

(ii) n ≡ 1 (mod 4) and G(A) ∼= K+
(n−1)/2,(n+1)/2

or G(A) ∼= K+
(n+3)/2,(n−3)/2

or G(A) ∼= G5a

or G(A) ∼= G5b

or G(A) ∼= G9, or

(iii) n ≡ 2 (mod 4) and G(A) ∼= K+
(n+2)/2,(n−2)/2, or

(iv) n ≡ 3 (mod 4) and G(A) ∼= K+
(n+1)/2,(n−1)/2.

Proof. The inequality (12) follows immediately from Corollary 2, and it is obvious that
equality holds if and only if

|E| − |T | =

⌊

(n + 1)2

8

⌋

(13)

for G = G(A). If G = G(A) is like in (i)-(iv), then equality holds in (13).
Let G be some T-graph on n vertices such that (13) is satisfied. It remains to show

that G is isomorphic to one of the graphs listed in the theorem.
According to (10) in the proof of Theorem 1, (13) is equivalent to
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Figure 3: The graph G5a

Figure 4: The graph G5b

2(α + β) + γ = εn with ε :=







1/4 if n ≡ 0 (mod 2),
1 if n ≡ 1 (mod 4),
0 if n ≡ 3 (mod 4).

(14)

Recall that
α =

∑

xyz∈T

αxyz, β =
∑

xy∈E

βxy, γ =
∑

x∈V

γ2
x,

where αxyz, βxy, γx are defined in (2), (5) and (7), respectively, and the numbers αxyz, βxy

are non-negative. Note that αxyz is equal to the number of vertices in V that are adjacent
to none or to all of the vertices x, y, z. Further note that

βxy = 0 ⇐⇒ D(xy) = 1 or N(x) = N(y).

The proof is by induction on n. Using (14), it is easy to show that G is isomorphic to
one of the graphs listed in the theorem if n ≤ 9. In the sequel, we assume n ≥ 10 and
that the assertion is true for all T-graphs G′ on n′ < n vertices.

Case 1: n ≡ 0 (mod 2).
By (7), we have |γx| ≥ 1/2 for all x. Hence, γ ≥ n/4, and (14) yields γ = n/4 and

∀x ∈ V : d(x) ∈ {n/2, n/2 + 1}, (15)

∀xy ∈ E : βxy = 0, (16)

∀xyz ∈ T : αxyz = 0. (17)

Using (17), (2) becomes d(x) + d(y) + d(z) = n + D(xy) + D(yz) + D(xz), and with (15)
we obtain

∀xyz ∈ T :
n

2
≤ D(xy) + D(xz) + D(yz) ≤

n

2
+ 3, (18)

and by (5), (15) and (16),

∀xy ∈ E : D(xy) = 1 or D(xy) ∈ {n/2 − 1, n/2}. (19)
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(18) and (19) imply that for every triangle xyz ∈ T there is a permutation π of its edges
such that

D(π(xy)) = D(π(xz)) = 1, D(π(yz)) ∈ {n/2 − 1, n/2}.

Hence, for every yz ∈ E with D(yz) > 1, T contains D(yz) ∈ {n/2 − 1, n/2} triangles
xiyz with D(xiy) = D(xiz) = 1, i = 1, 2, . . . , D(yz).

Case 1.1: n ≡ 0 (mod 4).
Assume that D(yz) = n/2 − 1 for some yz ∈ E. Let G′ be the T-graph obtained by
deleting all triangles containing yz as an edge and the vertices y, z from G. Then G′ is a
graph on n−2 vertices with |E ′|−|T ′| = ⌊(n−1)2/8⌋, and, by induction, G′ ∼= K+

n/2,(n−4)/2.

Therefore, there are n/2 vertices of degree n/2 − 1 in G′. All these vertices must have
been adjacent to y and z in G because of (15). Hence, D(yz) ≥ n/2, contradicting our
assumption.

Consequently, D(xy) ∈ {1, n/2} holds for all xy ∈ E and thereby

∀xyz ∈ T : D(xy) + D(xz) + D(yz) =
n

2
+ 2. (20)

By (15), (17), (20), two vertices of any triangle from T have degree n/2 + 1 while its
third vertex has degree n/2. Clearly, D(yz) = n/2 implies d(y) = d(z) = n/2 + 1. Let G′

be obtained from G by deleting a vertex x with d(x) = n/2 and all edges incident with
x. Then G′ is a T-graph on n − 1 vertices with |E ′| − |T ′| = n2/8, and, by induction,
G′ ∼= K+

n/2,(n−2)/2. Hence, there are exactly n/4 edges which are contained in more than

one triangle in G′, and these edges form a matching in G′. The end-vertices of these edges
must form the neighborhood of x in G, i.e. G ∼= K+

n/2,n/2.

Case 1.2: n ≡ 2 (mod 4).
Assume that D(yz) = n/2−1 for some yz ∈ E. Let G′ be the T-graph obtained by deleting
all triangles containing yz as an edge and the vertices y, z from G. Then G′ is a graph
on n− 2 vertices with |E ′| − |T ′| = ⌊(n− 1)2/8⌋, and, by induction, G′ ∼= K+

(n−2)/2,(n−2)/2.

Therefore, there are n/2− 1 vertices of degree n/2− 1 in G′. All these vertices must have
been adjacent to y and z in G because of (15). Hence, G ∼= K+

(n+2)/2,(n−2)/2.

Consequently, w.l.o.g. we can assume that D(xy) ∈ {1, n/2} for all xy ∈ E. As in
Case 1.1, every triangle contains a vertex of degree n/2. Let x ∈ V with d(x) = n/2.
Then D(xy) = 1 must hold for all xy ∈ E. Hence, the degree of x is even, a contradiction.

Case 2: n ≡ 1 (mod 4).
Let

M := {xy ∈ E : N(x) = N(y)}.

Note that by (5), βxy = 0 for all xy ∈ M .

Claim 1: M 6= ∅.

Proof: Assume that M = ∅. Then

2β ≥
∑

xy∈E

(D(xy) − 1) = 3|T | − |E|, (21)
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where the inequality follows from (5). Furthermore,

γ =
∑

x∈V

(

n + 1

2
− d(x)

)2

≥
∑

x∈V

(

n + 1

2
− d(x)

)

implies

γ ≥
n(n + 1)

2
− 2|E|. (22)

By (14), (21), (22), (12),

n ≥ 2β + γ ≥
n(n + 1)

2
+ 3|T | − 3|E| =

n2 − 2n + 9

8

which yields n ≤ 9. �

For xy ∈ E put V1(xy) := {z ∈ V : xyz ∈ T}, and let

E(V1(xy)) := {uv ∈ E : u, v ∈ V1(xy)}.

Claim 2: W.l.o.g. we can assume that

∀xy ∈ M : d(x) − |E(V1(xy))| ≥
n + 1

2
.

Proof: Let xy ∈ M , and let G′ be obtained from G by removing x, y, and all
edges uv ∈ E(V1(xy)) with D(uv) = 2. Then G′ is a T-graph on n− 2 vertices with

|E ′| − |T ′| =
n2 + 2n − 3

8
− d(x)

−|{uv ∈ E(V1(xy)) : D(uv) = 2}| + 2|E(V1(xy))|

≥
n2 + 2n − 3

8
−

(

d(x) − |E(V1(xy))|
)

.

Together with |E ′| − |T ′| ≤ (n − 1)2/8, which follows from Theorem 1, we obtain

d(x) − |E(V1(xy))| ≥
n − 1

2
. (23)

Assume that equality holds in (23). Then, by induction, G′ ∼= K+
(n−1)/2,(n−3)/2.

Moreover, D(uv) = 2 must hold for all uv ∈ E(V1(xy)). Hence, V1(xy) is the
unique independent set of size (n − 3)/2 in G′. But then, for every uv ∈ E with
u, v ∈ V1(xy) we have D(uv) = (n + 3)/2 > 2. So V1(xy) must be independent also
in G. Consequently, d(x) = (n−1)/2 which eventually leads to G ∼= K+

(n+3)/2,(n−3)/2.

�
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Claim 3: V1(xy) is an independent set for all xy ∈ M .

Proof: Assume that xy ∈ M and uv ∈ E(V1(xy)). Then

D(xu), D(xv), D(yu), D(yv) ≥ 2,

and by (5),

β ≥ βxu + βxv + βyu + βyv

≥

(

d(x) + d(u)

2
− 1 − D(xu)

)

+ · · ·+

(

d(y) + d(v)

2
− 1 − D(yv)

)

.

We claim that each of the four summands is at least (n−3)/4, hence 2β ≥ 2(n−3) >
n, in contradiction to (14).

By d(u) ≥ D(xu) + 1, we have

d(x) + d(u)

2
− 1 − D(xu) ≥

d(x) − D(xu) − 1

2
.

On the other hand, D(xu) ≤ |E(V1(xy))| + 1, so with Claim 2,

D(xu) ≤ d(x) −
n − 1

2

holds. Thus,
d(x) + d(u)

2
− 1 − D(xu) ≥

n − 3

4
.

Analogously, each of the other summands is at least (n − 3)/4. �

By Claims 2 and 3, the edges M form a matching in G and 2|M | ≤ (n + 1)/2. Since
(n + 1)/2 is odd, we conclude |M | ≤ (n− 1)/4. Assume that |M | = (n− 1)/4. Let V (M)
denote the set of vertices incident with an edge in M . By Claims 2 and 3, G \ V (M)
does not contain a triangle. If there was an edge in G \ V (M), then the two endpoints
would have a common neighbor in V (M), a contradiction to Claim 3. Hence, V \ V (M)
is an independent set. Now it is easy to see that |E| − |T | becomes maximum only if
G ∼= K+

(n−1)/2,(n+1)/2.

In the sequel, we assume that |M | < (n − 1)/4.
Let

V1 :=
⋃

xy∈M

V1(xy),

V ′
1 :=

⋂

xy∈M

V1(xy),

V2 := V \ (V1 ∪ V (M)),
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E1 := {xy ∈ E : x ∈ V1, y ∈ V2},

E2 := {xy ∈ E : x, y ∈ V2},

d1(x) := |{y ∈ V1 : xy ∈ E}| for x ∈ V,

d2(x) := |{y ∈ V2 : xy ∈ E}| for x ∈ V.

Claim 4: |V ′
1 | ≥ |V1| −

n−1
4

.

Proof: For z ∈ V1 \ V ′
1 , there are xy, x′y′ ∈ M with z ∈ V1(xy) and z 6∈ V1(x

′y′).
Hence, by Claims 2 and 3,

d(z) ≤ n −
n − 1

2
− 2 =

n − 3

2
.

Thus, by (7) and (9), γ ≥ 4|V1 \ V ′
1 |, and |V1 \ V ′

1 | ≤
n−1

4
follows by (14). �

Claim 5: n−1
2

≤ |V1| ≤
n+1

2
.

Proof: The first inequality follows from V1 ⊇ V1(xy) and |V1(xy)| ≥ n−1
2

for every
xy ∈ M . Assume |V1| ≥

n+3
2

. Then, by Claim 4, |V ′
1 | ≥

n+7
4

, and, by Claim 3, for
every z ∈ V ′

1 we have

d(z) ≤ n − |V1| ≤
n − 3

2
,

hence

γ ≥
n + 7

4
· 4 > n,

a contradiction to (14). �

Claim 6: |E(V1)| ≤ 1 and |E(V1)| = ∅ if V1 = V1(xy) for some xy ∈ M .

Proof: If there is some xy ∈ M with V1 = V1(xy), this is Claim 3. So assume
|V1| = n+1

2
and |V1(xy)| = n−1

2
for all xy ∈ M , i.e. for each xy ∈ M there is a unique

z ∈ V1 such that V1(xy) = V1 \ {z}. Now let wz ∈ E(V1). There are xy, x′y′ ∈ M ,
such that

{w} = V1 \ V1(xy), {z} = V1 \ V1(x
′y′).

Then every edge in E(V1) \ {wz} would have both vertices in V1(xy) or in V1(x
′y′),

contradicting Claim 3. �

Claim 7: If V1 is an independent set, then d2(x) ≥ 1 for every x ∈ V2 and d2(x)+d2(y) ≥
3 for every xy ∈ E2.

Proof: Let x ∈ V2 with d2(x) = 0. Then also d1(x) = 0 because an edge xy
with y ∈ V1 would not be contained in any triangle. So d(x) = 0 and deleting x
we would obtain a T-graph on n − 1 vertices violating the bound from Theorem 1.
Now assume xy ∈ E2 with d2(x) = d2(y) = 1. Then for z ∈ V1 we have

xz ∈ E ⇐⇒ yz ∈ E,

hence xy ∈ M , a contradiction. �
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Case 2.1: |V1| = n−1
2

.
In this case we have xy ∈ E for every (x, y) ∈ V1 × V (M), and V1 is an independent set.
Let δ = n−1

2
|V2| − |E1|, i.e. the number of non-edges between V1 and V2. We use the

following simple observations:
α ≥ |M |δ,

γ ≥
∑

x∈V1

(

n + 1

2
− d(x)

)2

≥ δ.

Now from 2α + γ ≤ n and |M | ≥ 1 we obtain

δ ≤
n

3
. (24)

With n−1
2

> n
3

this implies that there is a vertex z0 ∈ V1 with z0y ∈ E for every y ∈ V2.
We claim that D(xy) > 1 for all xy ∈ E2. Assume D(xy) = 1 for some xy ∈ E2. Then z0

is the only vertex in V1 that is adjacent with both, x and y. So

δ ≥ |V1| − 1 =
n − 3

2
,

and together with (24), n ≤ 9 and the claim is proved.
Now let G′ = (V ′, E ′) be the graph obtained from G by deleting z0 and all edges

incident with z0, and let T ′ be the set of triangles in G′. G′ is a T-graph on n−1 vertices,
and by induction

|E ′| − |T ′| ≤
n2 − 1

8
.

With (13) and

|E ′| = |E| −
n + 1

2
and |T ′| = |T | − |M | − |E2|

we obtain

|E2| + |M | ≤
n + 3

4
,

and finally with |M | = 1
2

(

n+1
2

− |V2|
)

,

|E2| ≤
|V2| + 1

2
.

By Claim 7, |E2| ≥ 2|V2|/3, and therefore |V2| ≤ 3. In case of equality, by induction we
have G′ ∼= K+

(n−1)/2,(n−1)/2. But this is impossible, because for x ∈ V (M) its degree in

G′ is (n − 1)/2 while in G′ ∼= K+
(n−1)/2,(n−1)/2, for every edge xy with D(xy) > 1 we have

d(x) = d(y) = (n + 1)/2. So we obtain a contradiction as |V2| must be odd and |V2| = 1
contradicts Claim 7.

the electronic journal of combinatorics 16 (2009), #R69 12



Case 2.2: |V1| = n+1
2

.
For z ∈ V1 we put

αz =
∑

xy∈M :xyz∈T

αxyz,

βz =
∑

y∈V2:yz∈E

(D(yz) − 1)

(

d(y) + d(z)

2
− 1 − D(yz)

)

.

Then it is easy to see that

2(α + β) + γ ≥
∑

z∈V1

2(αz + βz) + γ2
z .

By (14), there must exist a z0 ∈ V1 with

2(αz0
+ βz0

) + γ2
z0
≤ 1.

By Claim 6, |E(V1)| ≤ 1. If d1(z0) = 1, then d(z0) ≤
n−3

2
because there are x, y ∈ V (M)

that are not adjacent to z0 by Claim 3. Hence, γz0
≥ 2, a contradiction. This implies

d1(z0) = 0 and thereby, d(z0) ≤ (n − 1)/2. By γz0
≤ 1, it follows that d(z0) = (n − 1)/2

and γz0
= 1. Consequently, αz0

= βz0
= 0. Further, it follows that z0 is adjacent to all

x ∈ V2 ∪ V (M). By βz0
= 0 and the fact that there is no edge between V (M) and V2,

D(z0x) = 1 holds for all x ∈ V2. This implies d2(x) = 1 for all x ∈ V2, and by Claim
7 it follows that V1 is not an independent set. So assume uv ∈ E with u, v ∈ V1. Since
d1(z0) = 0, we have z0 6∈ {u, v}. Now let xy ∈ M with xyz0 ∈ T . We have either xyu 6∈ T
or xyv 6∈ T , implying αxyz0

≥ 1, contradicting αz0
= 0.

Case 3: n ≡ 3 (mod 4).
By (14), the equations (16) and (17) hold also in this case and

∀x ∈ V : d(x) =
n + 1

2
. (25)

By (2),(17) and (25),

∀xyz ∈ T : D(xy) + D(xz) + D(yz) =
n + 3

2
,

and by (5), (16) and (25), D(xy) ∈ {1, (n−1)/2} for all xy ∈ E. Hence, for every triangle
xyz ∈ T there is a permutation π of its edges such that

D(π(xy)) = D(π(xz)) = 1, D(π(yz)) =
n − 1

2
.

Let yz ∈ E with D(yz) = (n − 1)/2, and let G′ be the T-graph obtained by deleting
all triangles containing yz as an edge and the vertices y, z from G. Then G′ is a graph
on n − 2 vertices with |E ′| − |T ′| = ⌊(n − 1)2/8⌋ and with exactly (n − 1)/2 vertices
of degree (n − 3)/2. By induction, G′ ∼= K+

(n−3)/2,(n−1)/2 which eventually implies G ∼=

K+
(n+1)/2,(n−1)/2. �
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4 The case λ < 2

For λ 6= 1 we can prove only asymptotic results. A very interesting case of the original
antichain problem is the BLYM–value, which corresponds to λ = 3/(n−2) in the T-graph
formulation. This is a motivation to consider not only constant weights but also weights
depending on n, i.e. the weight is a function λ : N 7→ R+, and our aim is to find for
each n ∈ N a T-graph Gn = (Vn, En) on n vertices, such that |En| − λ(n)|Tn| is maximal
among all T-graphs on n vertices, where Tn is the set of triangles in Gn. For notational
convenience we put

ϕλ(n) = max{|E| − λ(n)|T | : G is a T-graph on n vertices}.

and assume throughout that Gn = (Vn, En) is an optimal sequence, i.e. a sequence of
T-graphs with |En| −λ(n)|Tn| = ϕλ(n). In this section we consider the case 0 < λ(n) < 2
for all n. For our standard construction K+

2s,n−2s (s = ⌈n/4⌉) we have

|E| − λ(n)|T | =
2 − λ(n)

8
n2 + o(n2),

and the main result of this section is that this gives the correct quadratic term for the
asymptotics. For our proof we need an estimate for the maximal number of edges in a
graph G on n vertices with the property that every edge of G is contained in exactly one
triangle, i.e. D(xy) = 1 for all xy ∈ E. We observe that asymptotically this is equivalent
to the (6, 3)−problem of Ruzsa and Szemerédi [8], asking for the maximal cardinality of
a triple system on n points such that there are no six points which span three triples.
We consider T as a triple system on V . In [8] it is shown that, for large n, in order to
solve the (6, 3)−problem we can assume that every pair xy is contained in at most one
triple. Under this assumption, it is easy to see, that D(xy) = 1 for every xy ∈ E is
even equivalent to the condition of the (6, 3)−problem: Assume that D(xy) = 1 for every
xy ∈ E and that there are three triples on at most six vertices in T . Clearly, two of these
triples must share (exactly) one vertex. Let these triples be xyz and xuv. Since the third
triple can share at most one vertex with either of those, without loss of generality, we can
assume that it is yuw (with w /∈ {x, z, v}). This implies xy, xu, yu ∈ E, hence xyu ∈ T
and D(xy) ≥ 2, a contradiction.

Ruzsa and Szemerédi [8] use the Regularity Lemma to prove that |T | is o(n2). We use
this in the proof of the following theorem.

Theorem 4. For every λ : N 7→ (0, 2) with λ(n) ≥ 3/n for sufficiently large n, we have

ϕλ(n) =
2 − λ(n)

8
n2 + o(n2).

Proof. ϕλ(n) ≥ 2−λ(n)
8

n2 + o(n2) follows from the objective values for the K+
2s,n−2s.

Assume the statement of the theorem is false. Then there exists ε > 0 and an infinite
subset M ⊆ N such that

∀n ∈ M : |En| − λ(n)|Tn| ≥

(

2 − λ(n)

8
+ ε

)

n2. (26)
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Claim 1: For n ∈ M , we have |En| ≤ n2/4 + o(n2).

Proof: If the claim is false, we have an ε′ > 0 and an infinite set M ′ ⊆ M such
that

∀n ∈ M ′ : |En| ≥ (1/4 + ε′)n2.

W.l.o.g. we assume ε = ε′. We will show that this implies |En| ≥ n2 for sufficiently
large n, which clearly is impossible. Split M into two (possibly empty) subsets M1

and M2,
M1 = {n ∈ M : λ(n)/8 < ε/2}, M2 = M \ M1.

Now we define an infinite subset M0 of M :

M0 :=

{

M1 ∩ M ′ if |M2 ∩ M ′| is finite,

M2 ∩ M ′ otherwise.

Case 1: M0 ⊆ M1. We show by induction on k,

∀k ∈ N : |En| ≥

(

1

4
+

k

2
ε

)

n2 for sufficiently large n ∈ M0.

For k ≤ 2 the statement is true for all n ∈ M0. Let k ≥ 2, and assume the statement
is true for k. By Moon and Moser [7], the number of triangles in a graph with v
vertices and e edges is at least e(4e − v2)/(3v). With |En| ≥ (1/4 + kε/2)n2 this
implies,

|Tn| ≥
ε(k/2 + k2ε)n3

3
≥

kε

6
n3.

Using the hypothesis, we obtain λ(n)|Tn| ≥ (kεn2)/2 for sufficiently large n ∈ M0.
Now from the definition of M1 and (26) it follows that

|En| ≥

(

2 − λ(n)

8
+ ε

)

n2 + λ(n)|Tn| ≥

(

1

4
+

k + 1

2
ε

)

n2,

and this concludes the argument.

Case 2: M0 ⊆ M1. As in case 1, |En| ≥ (1/4+ε)n2 implies |Tn| ≥ εn3/3, and with
λ(n) ≥ 4ε, λ(n)|Tn| ≥ (4ε2n3)/3, and together with (26), |En| ≥ n2 for large n. �

Claim 2: For n ∈ N, we have |Tn| ≥ |En|/2 + o(n2).

Proof: For each n, let T 0
n ⊆ Tn be a subset which is maximal with respect to the

property that two distinct elements of T 0
n do not have an edge in common, and let

E0
n be the set of edges of the triangles in T 0

n . Then |E0
n| = 3|T 0

n | = o(n2) by [8]. By
maximality of T 0

n , each of the triangles in T 1
n := Tn \ T 0

n has at least on edge in E0
n.

With E1
n := En \ E0

n, this implies |T 1
n | ≥ |E1

n|/2, and with |Tn| = |T 1
n | + o(n2) and

|E1
n| = |En| + o(n2) we obtain the claim. �
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From Claims 1 and 2 it follows that, for n ∈ M ,

|En| − λ(n)|Tn| ≤

(

1 −
λ(n)

2

)

|En| + o(n2) ≤
2 − λ(n)

8
n2 + o(n2),

contradicting our assumption (26). �

Corollary 5. Let BLYM(n) be the minimum BLYM-value of a maximal antichain in
(

[n]
2

)

∪
(

[n]
3

)

. Then

lim
n→∞

BLYM(n) =
1

2
.

Proof. This follows immediately with

BLYM(n) = 1 −
1

(

n
2

)ϕλ(n),

where λ(n) = 3/(n − 2). �

Corollary 6. Let vol(n) be the minimum volume of a maximal antichain in
(

[n]
2

)

∪
(

[n]
3

)

.

Then

vol(n) = 7n2/8 + o(n2).

Proof. This follows immediately with

vol(n) = 2

((

n

2

)

− ϕλ(n)

)

,

where λ(n) = 3/2. �

5 The case λ ≥ 2

For λ > 2, every T–graph with the maximal value of |E| − λ|T | has the property that
every edge is contained in exactly one triangle. This is true because otherwise we could
increase the value of |E| − λ|T | by deleting edges. For λ = 2 there is an optimal T–graph
with D(xy) = 1 for every xy ∈ E, since by deleting edges any T–graph can be transformed
into one with this property without changing the value of the objective function. So for
this section we suppose that D(xy) = 1 for every xy ∈ E. Then we have |T | = 1

3
|E|, and

the problem is to maximize |E| or |T |. As observed in the last section this is equivalent to
the (6, 3)−problem and we obtain |T | = o(n2). On the other hand, Ruzsa and Szemerédi
[8] give an explicit construction which yields, for sufficiently large n,

|T | ≥
1

100
r3(n)n,

where r3(n) is the maximal cardinality of a set of positive integers less than n containing
no three numbers in an arithmetic progression. According to a result of Behrend [1], for
every positive constant c we have r3(n) ≥ n1− c

log n for large enough n, hence

|T | ≥
1

100
n2− c

log n .
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Below we describe some optimal constructions for small n. For this we need another upper
bound on |T | which is worse than o(n2) but more convenient for showing the optimality
of our constructions.

Theorem 7. Suppose D(xy) = 1 for every xy ∈ E. Then

|T | ≤















⌊

n(n+3)
18

⌋

if n is odd

⌊

n(n+2)
18

⌋

if n is even.

Proof. From D(xy) = 1 for all xy ∈ E it follows that, for all x ∈ V ,

D(x) =
d(x)

2
.

In particular, d(x) is even for every x ∈ V . Fix some x ∈ V . Since D(xy) = 1 for every
y ∈ N(x), the subgraph induced by N(x) is a matching of cardinality d(x)/2. For every
edge yz ∈ E with xyz ∈ T and for every vertex w ∈ V \ N(x), from D(yz) = 1 it follows
that

yw ∈ E ⇒ zw 6∈ E and zw ∈ E ⇒ yz 6∈ E.

Recalling that d(y) is even for any y ∈ V , this implies, for any yz ∈ E with xyz ∈ T ,

d(y) + d(z) ≤ n − d(x) + 3 if n is odd, and (27)

d(y) + d(z) ≤ n − d(x) + 2 if n is even.

Now let n be odd. The even n case is treated analogously. Summing up (27) over the
edges yz with xyz ∈ T we obtain

∑

y∈N(x)

d(y) ≤
d(x)

2
(n − d(x) + 3) , (28)

Summing up (28) over x ∈ V yields

∑

y∈V

d(y)2 ≤ (n + 3)|E| −
1

2

∑

x∈V

d(x)2,

or
3

2

∑

x∈V

d(x)2 ≤ (n + 3)|E|.

Now the quadratic–arithmetic mean inequality implies

∑

x∈V

d(x)2 ≥
4|E|2

n
,
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and so

|E| ≤
n(n + 3)

6
and |T | ≤

n(n + 3)

18
.

�

For n ≡ 3 (mod 6) we can give a complete list of the cases where equality occurs in
Theorem 7. These optimal constructions can be interpreted as generalized quadrangles
(GQ). For positive integers s and t, a GQ(s, t) is an incidence structure (P, L, I), where
P and L are disjoint sets of (s + 1)(st + 1) points and (t + 1)(st + 1) lines, respectively,
and I is a symmetric point–line incidence relation satisfying the following axioms:

1. Each point is incident with 1 + t lines, and two distinct points are incident with at
most one line.

2. Each line is incident with 1 + s points and two distinct lines are incident with at
most one point.

3. If x is a point and l is a line not incident with x, then there is a unique pair
(y, l′) ∈ P × L for which xIl′, yIl and yIl′.

For more information on GQs we refer to Payne and Thas [9] .

Theorem 8. Suppose G is a T–graph with D(xy) = 1 for every xy ∈ E and |E| = n(n +
3)/6. Then n = 3 or (V, T ) is a GQ(2, (n−3)/6). Conversely, from any GQ(2, (n−3)/6)
with point set V , 3 < |V | = n ≡ 3 (mod 6), and line set T , we obtain a T–graph

G = (V, E) with D(xy) = 1 for every xy ∈ E and |E| = n(n + 3)/6 by putting

E = {xy : ∃l ∈ T xIl and yIl}. (29)

Proof. First, let G be a T-graph with D(xy) = 1 for every xy ∈ E and assume
|E| = n(n + 3)/6. By Theorem 7, n ≡ 3 (mod 6). Using the fact that we need equality
in the proof of Theorem 7, it is easy too see that (V, T ) with the natural incidence
relation satisfies all the conditions for a GQ(2, (n − 3)/6). Conversely, assume we have a
GQ(2, (n − 3)/6) on n points, denoted by (V, T ) and let E be defined by (29). It follows
that G = (V, E) is a T-graph with D(xy) = 1 for every xy ∈ E. Since every point is
incident with (n + 3)/6 lines and every line yields two edges incident with x, we obtain
d(x) = (n + 3)/3 for all x ∈ V , hence |E| = n(n + 3)/6. �

Two necessary conditions for the existence of a GQ(s, t) are (see [9])

• s, t > 1 ⇒ s ≤ t2 and t ≤ s2,

• s + t divides st(s + 1)(t + 1).

So a GQ(2, t) can exist only for t ∈ {1, 2, 4}. Indeed, such GQs on 6t+3 vertices do exist
(the classical GQs Q(d, 2) for d = 3, 4, 5 [9]), hence we obtain

Corollary 9. There is a T-graph G with D(xy) = 1 for every xy ∈ E and |E| = n(n+3)
6

iff n ∈ {3, 9, 15, 27}.
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6 Open problems

1. Is it true that

ϕλ(n) =
2 − λ(n)

8
n2 + O(n)

holds for λ : N 7→ (0, 2)?
If so, does our standard construction K+

r,n−r with r = n/2 + o(n) give the correct
linear term?

2. Generalize Theorems 12 and Corollaries 5, 6 to maximal antichains A ⊆
(

[n]
k−1

)

∪
(

[n]
k

)

,

k > 3, or to A ⊆
(

[n]
2

)

∪
(

[n]
k

)

, k > 3.
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